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In this Section

» Two-sample t-test (dependent samples)
> Two-sample Wilcoxon signed-rank test (dependent samples)
» Examples



Two-sample t-test (dependent samples): Theory

Assumptions

» The dependent variables are continuous

» The observations are dependent

» The distribution of the differences in the variable between the two
correlated groups are approximately normally distributed

» The dependent variables do not contain any outliers



Two-sample t-test (dependent samples): Theory

Scenario

Is the mean BMI of the students before the exams different from the
mean BMI of the students after the exams?

Connection with linear regression
Y2i = Y1i = Bo * B1X; *+ €, where x; = 0

Ho : 8o =0
Hi:8070



Two-sample t-test (dependent samples): Theory

Scenario

Is the mean BMI of the students in my university different from the BMI
of all students?

Alternatively

Ho:p1—p2=0
Hytpr —p2 70



Two-sample t-test (dependent samples): Theory

Null hypothesis Alternative hypothesis

Before

Before

BMI
BMI

xmf % B
Y1=Hy if?r{‘*#gc %ﬁ
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Two-sample t-test (dependent samples): Theory

Test statistic
= (xa—=X2)—(u1—pp)
t=*1 Sdz(x)/ﬁ 2l where
» Sample mean of group 1: X1

» Sample mean of group 2: X»
» Standard deviation of the difference: sd(x)
» Number of subjects: n

Sampling distribution

» t-distribution withdf =n -1
» Critical values and p-value

Type | error
» Normally a = 0.05
Draw conclusions

» Compare test statistic (t) with the critical values or the p-value with «



Two-sample t-test (dependent samples): Application

Scenario

Is the mean BMI of the students before the exams different from the
mean BMI of the students after the exams?

Hypothesis

Ho:tpr —p2=0
Hy:tpy —p2 70



Two-sample t-test (dependent samples): Application

Collect and visualize data

count

-5 0 5 10 15
Difference in BMI



Two-sample t-test (dependent samples): Application

Hypothesis
Ho:p1—p2=0
Hy:tpy —p270

Test statistic
Let's assume that:

» Sample mean before: x; = 24
» Sample mean after: X = 25

» Standard deviation of the difference:

sd(x) =4
» Number of subjects: n = 50
t= X1—Xp — 24-25 _ ~1.77

sd)vVn  4/,/(50)

Degrees of freedom
df=n—-1=49

Type | error
a=0.05



Two-sample t-test (dependent samples): Application

Critical values

Using R we get the critical values from the
t-distribution:

critical value,,, = critical valueg os/>

Density

qt(p = 0.05/2, df = 49, lower.tail = FALSE)

[1] 2.009575
-critical value,, , = -critical valueg o5 2

Density

qt(p = 0.05/2, df = 49, lower.tail = TRUE)

[1] -2.009575

10



Two-sample t-test (dependent samples): Application

Draw conclusions
We reject the Hy if:
> t>critical value,, or t < - critical value, ,

We have -1.77 > -2.01 = we do not reject the Hg

Using R we obtain the p-value from the
t-distribution:
= 49, lower.tail = TRUE)

Density

2 * pt(q = -1.77, df

1.77

-1.77

[1] 0.08294898
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Two-sample Wilcoxon signed rank test: Theory

Assumptions

» Population distribution of the differences is symmetric
» The observations are dependent
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Two-sample Wilcoxon signed rank test: Theory

Scenario

Is the median score value of the students in my university different this
year compared to next year?

Connection with linear regression
signed_rank(y>; — V1) = Bo + B1X; + €, where x; =0
Ho:Bo =0

Hy:Bo 70

Alternatively

Ho:mi1=m>
Hy:m; 7m2

13



Two-sample Wilcoxon signed rank test: Theory

Test statistic

» Calculate the ranks of the absolute difference
» If there are ties you assign the average of the tied ranks
» |f a pair of scores is equal then they are considered tied and dropped
from the analysis and the sample size is reduced
» Obtain the sum of those ranks where the difference was positive
W, =3 R} or negative W_ = Y R. The test statistic (W) is the
minimum of W, and W_

If one-tailed: use either W, or W_ for the test statistic (W) de-

pending on the direction of the alternative hypothesis
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Two-sample Wilcoxon signed rank test: Theory

Sampling distribution
For large sample size: we can use the normal approximation, that is, W is
normally distributed.

— n(n+1)

rw Z
— n(n+1)(2n+1) When there are ties, the mean stays the same
Ow = 24 but the variance is reduced by a quantity
_ Imax(W« W_)—puw|—1/2
zZ= ow

For small sample size: we can use the exact distribution (more details in
the application).

» Cet critical values and p-value
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Two-sample Wilcoxon signed rank test: Theory

Type | error
» Normally a = 0.05
Draw conclusions

» Compare test statistic with the critical values or the p-value with «
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Two-sample Wilcoxon signed rank test: Application

Scenario

Is the median score value of the students in my university different this
year compared to next year?

Hypothesis

Ho:m1=m>
Hi:mi 7 m>
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Two-sample Wilcoxon signed rank test: Application

Collect and visualize data

X y | Difference | |Difference| | rank
5110 -5 5 3
4 5 -1 1 1
4| 8 -4 4 2
. Test statistic
Hypothesis W_=6and W, =0

Ho:mi1=m>
Hy:m; 7m2

Type | error
a=0.05
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Two-sample Wilcoxon signed rank test: Application

Critical values

Using R we get the critical values from the exact distribution:
low critical value,, , = low critical valueg g5 /2

gsignrank ( 0.05/2, 3, TRUE)

(11 0

high critical value, /> = high critical valueg o5/
gsignrank( 0.05/2, 3, FALSE)

(1] 6
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Two-sample Wilcoxon signed rank test: Application

Draw conclusions

We reject the Hy if:
» W > high critical value, , or W < low critical value,, /,

We have 6 = 6 and O = O = we do not reject the Hg
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Two-sample Wilcoxon signed rank test: Application
Draw conclusions

Using R we obtain the p-value from the exact distribution:

p—value =2 Pr(W <=0):

2 * psignrank( 0, 3)

[1] 0.25

or
p—value=2xPr(W >=6)=2x%(1—-Pr(W<6)):

2 * (1 - psignrank( 6 -1, 3, TRUE))
[1] 0.25
2 * psignrank( 6 -1, 3, FALSE)

[1] 0.25

21



